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to a language-specific weighting. This weighting serves to
distort the actor space, increasing or decreasing the
relative influence of specific prominence features. For
example, case is stronger in German than word order,
while in English the weight of word order is so extreme
that the other scales are largely irrelevant.
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The power of the sdiff metric comes from both its
directionality (signedness) and its gradience. While a
simplistic measure of feature overlap, dist, as used in

Here, we sought to quantify the relative weights of the
prominence scales and compare this against various
proposed metrics in actor space. We used linear mixed
models to examine the predictive power of each metric for
fixed factors (prominence scales) for human EEG while
compensating for subject and item (lexical) variation.
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